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Background and Aims: The Coronavirus disease 2019 (COVID-19) 

pandemic began in 2020. A major problem during COVID-19 was determining 

the clinical severity. There are a variety of markers for assessing the COVID-19 

severity and outcome. So, this study aims to introduce a new approach for 

determining the disease severity based on the laboratory data obtained by 

machine learning algorithms. 

Materials and Methods: In this study, we used 100 patients for modeling. We 

used demographical, background disease, and laboratory data of COVID-19 

patients as parameters for training the convolutional neural network model to 

evaluate disease severity and tried to create a predictive algorithm for future 

data. The sequential neural network from the Keras library by TensorFlow was 

used for prediction. The clinical validation of prediction by model was evaluated 

by the receiver operating characteristic (ROC) curve. 

Results: The mean F1 score for our current model was 0.62 (in the range of 0-

1). The F1 scores for the severe group and the mild group were 0.8 and 0.45, 

respectively. The ROC curve for clinical validity revealed an acceptable Area 

Under Curve (0.085) for both severe and mild categories. 

Conclusion: The current study introduces a simple machine learning algorithm 

as tool for determining COVID-19 severity of by acceptable ROC. This study 

can lead us to use such algorithms more often in laboratory medicine and 

clinical decision-making. Furthermore, the present study is just a 

preliminary study and highlights the need for further research to validate 

and refine the proposed model. 
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Introduction 

Severe acute respiratory syndrome Coronavirus 

-2 (SARS-CoV-2) is an RNA virus in the 

Coronaviridae family. The virus started 

spreading around the world in 2019 leading to a 

pandemic condition [1]. There are a variety of 

studies focused on the clinical, radiological,  

and laboratory features of this virus [2-4]. 

Moreover, the therapeutic approaches and 

vaccines were reviewed extensively [5, 6]. 

The pandemic of SARS-CoV-2 changed the face 

of medicine and highlighted the importance of 

technology, machine learning, and AI (Artificial 

Intelligence) in medicine [7]. Since the start of 

the pandemic in 2019, the virus has infected 

millions of people and evolved into different 

variants [8]. There are some differences between 

clinical presentation, vaccine response, and 

severity of disease between different variants of 

the virus [9]. One of the important approaches 

for SARS-CoV-2 detection and estimating the 

severity of disease is using clinical and 

laboratory profiles of patients [10], such as using 

D-dimer, C-reactive protein (CRP), lymphocyte, 

and neutrophil count [11]. 

Since 2016, the USA Food and Drug 

Administration (FDA) approved the use of 

Artificial intelligence (AI) technology in the 

healthcare system. Since then, many 

applications have been using this technology in 

different fields of medicine [12]. No doubt 

using AI in healthcare has many limitations  

and so many considerations in this field should 

be considered. For example; two separate 

academic articles were published and confirmed 

that many proposed models that used AI were 

flawed due to methodology, potential bias, or 

poor reporting, and the authors recommended 

that none be used in clinical practice in 

Coronavirus disease 2019 (COVID-19) 

pandemic [13]. Nevertheless, few applications 

are deployed in this field [7]. Most of the 

developed AI-based applications are focused on 

prediction and forecasting the epidemiological 

features and diagnostic aid in radiological 

imaging such as Computed tomography (CT) 

[7,14-16]. In addition, there are some 

challenges and gaps in knowledge about the 

algorithms for predicting COVID-19 severity 

using AI [17]. Based on previous studies we 

could mention some challenges, namely 

regulation, unavailability of large-scale data, 

noises in data, lack of multi-discipline scientists 

in computer science and medicine, and data 

privacy [18]. Thus, in the current study, we 

tried to evaluate a prediction algorithm for 

COVID-19 prognosis based on demographic 

and laboratory information. 

Materials and Methods 

Patients and data 

In this study, we used 100 patients for 

modeling. All COVID-19 cases were confirmed 

by polymerase chain reaction (PCR) and 

demographical, laboratory, and clinical data 

obtained from previous studies in COVID-19 

patients [19]. All ethical concerns were 

considered based on the Helsinki Declaration 

ethical principles in medical research and the 

ethical committee of Iran University of Medical 

Sciences confirms the collection of data and 
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patients [19]. Patients' data included age, 

background disease (chronic kidney, lung or 

cardiovascular disease), Lactate dehydrogenase 

(LDH), undertaking three times of CRP (two 

days interval between each test) and disease 

severity (two categories mild and severe). 

Data processing and model 

We used demographical, background disease, 

and laboratory parameters of patients such as age 

and level of CRP at three different times and past 

medical history of disease for example lung or 

heart disease as input data of COVID-19 patients 

to evaluate disease severity. The outlier 

exclusion and scaling were performed by the 

Scikit-Learn (sklearn) library. The sequential 

neural network from the Keras library by 

TensorFlow was used for prediction. Three 

dense layers and 298 trainable parapets were 

used. The first layers were trained by the ReLu 

function and the last layer used SoftMax. A 

model with 200 epochs. 

Validation   

Model validation is a crucial step in the process 

of developing and evaluating machine learning 

models K-fold cross-validation involves dividing 

the data into k subsets (in our case 5), training 

the model on k-1 subsets, and evaluating its 

performance on the remaining subset. This 

process is repeated k times, with each subset 

being used as the validation set once.  

The validation for the method was performed 

based on an acceptable F1 score (precision and 

recall). The clinical validation of prediction by 

model evaluates by receiver operating 

characteristic (ROC) curve. The area under curve 

(AUC) > 0.8 was considered an acceptable 

predictive result. The ROC analysis performed 

by the sklearn library is a graphical 

representation of the performance of a binary 

classification model at various classification 

thresholds. It is created by plotting the true 

positive rate against the false positive rate at 

various threshold values. 

Results 

The accuracy is defined as true classified data 

per all available data in each class. The mean F1 

score for our current model was 0.62 (in the 

range of 0-1). The F1 scores for the severe group 

and mild group were 0.8 and 0.45, respectively. 

The charts for model overfitting are available in 

Fig. 1. The clinical validity was evaluated by the 

ROC curve. The ROC curve revealed an 

acceptable AUC (0.085) for both severe and 

mild categories (Fig. 2). The algorithm 

evaluation revealed higher performance for 

prediction of severe cases of COVID-19. Based 

on model evaluation, by using demographical, 

laboratory data (especially CRP in different time 

points) and background disease, our primary and 

simple suggested model can predict the severity 

of disease (severe and mild) by acceptable ROC 

(more than 0.8). 

Discussion 

Using AI could be helpful in the evaluation of the 

COVID-19 transmission rate [20], progression, 

outcome [21], and diagnosis [14]. Most of the 

conducted studies evaluate radiological features of 

COVID-19 while there are limited studies for 

laboratory parameters [7]. 
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Fig. 1. Model accuracy and model loss charts are important tools for evaluating the performance of machine 

learning models during training and testing. Ideally, we want both orange and blue lines to decrease and 

increase in the same direction that we know the model in learning and a confusion matrix is a table that 

summarizes the performance of a classification model by comparing predicted and actual class labels. 

A conducted study by Chimmula et al. [20] 

suggests the end of the pandemic condition in 

Canada using Long-Short-Term Memory 

(LSTM) networks. In a conducted study by Li et 

al. [21] evaluation of COVID-19 background 

and imaging features indicates that consolidation 

volume and age can predict disease progression 

while age and diabetes were predictors for 

unfavorable outcome. Another study by Sun et 

al. [22], revealed high performance for 

prediction of severe or critical COVID-19 using 

laboratory and demographic features. The 

suggested model by Sun and colleagues 

evaluates 336 COVID-19 cases by Support 

Vector Machine (SVM) which can predict 

critical patients by ROC > 0.9. Furthermore, a 

recent study by Chieregato et al. [23] revealed 

the high performance of CNN models for 

COVID-19 Intensive care unit admission based 

on laboratory and imaging data. In this regard, 

Jahangirimehr and colleagues [24] suggested the 

SVM models for COVID-19 severity based on 

vitamin D, calcium, and zink status. Our current 

suggested model revealed that, based on 

demographical, laboratory data, and background 

disease, could predict the severity of disease by 

acceptable ROC.  
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Fig. 2. ROC curve for mild (0) and severe (1) patients based on laboratory and background data. The X-axis 

represents the true positive rate or sensitivity and the Y-axis represents the false positive rate or 1-specificity 

 

The main difference between the performances 

of our model and with other mentioned models 

is due to the number of patients and evaluated 

variables. Our model used the minimum data to 

predict severity. It is reasonable to use a big 

database and adding extra features can improve 

the model efficacy. AI can help healthcare 

providers predict the severity of COVID-19 by 

analyzing patient data such as age, sex, 

comorbidities, and biomarkers. The use of AI in 

predicting COVID-19 severity has the potential 

to improve patient outcomes by enabling earlier 

identification of patients at high risk for severe 

disease. This can help healthcare providers 

prioritize resources and provide more 

personalized care to patients, but we have 

challenges ahead of us and that is we need big 

data for training AI for prediction analysis. In 

this study, we used 100 patient data and our 

model is limited so we encourage other 

researchers to provide more data and more 

training algorithms. Using bigger data sets can 

provide a more comprehensive view of the 

suggested model performance. This limited 

number of primary data and limited laboratory 

features for each patient is the most important 

limitation in our current study. There are a wide 

range of different variables, that can be effects 

in disease severity in COVID-19. In addition, it 

should be noted that this study is just a 

preliminary study and our model could be 

improved. Using AI in laboratory medicine 

provides a view landscape for future research in 

prediction, detection, and laboratory quality 

control. 

Conclusion 

The current study introduces a simple machine 

learning algorithm as an appropriate tool for 

determining the disease severity of COVID-19 

by acceptable ROC analysis. This study could 

lead us to use such algorithms more often in 

laboratory medicine and clinical decision-

making. Furthermore, the current study is 

just a preliminary study and highlights the 
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need for further research to validate and refine 

the proposed predictive model. 
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